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Memory

- Memory is an integral part of a computer
system.

- Its primary function is to store all information
required by the system.

- Typically a memory unit holds programs and
data.

- The system performance is largely dependent
on the organization, storage capacity, and speed
of operation of the memory system.
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Memory Types

- The information storage components of a compute

can be placed in 4 groups as shown in the figure:

‘R.egister . Cache Cache Main
(Level (Level 2) Memory
1)

Ics 1 (Micro Processor) Ics 2 Ies 3

Conceptual Organization of a multile

Memory System in Computer
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Memory Hierarchy

The capacity of total memory can b
visualized as being a hierarchy o
components.

The memory hierarchy system include
all the storage devices employed in
computer system.

It ranges from slow but high capacit
auxiliary memory to relatively faste
main memory, to an even smaller anc
faster cache memory accessible to th
high speed processing logic.

Figure shows the components in
typical memory hierarchy.
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At the bottom of the hierarchy , there are relativel
slow magnetic tapes used to store removable files.

Magnetic disks used as backup storage.

The main memory occupies a central position b
being able to communicate directly with the CP
and with auxiliary memory devices through an I/(
processor.

When programs not residing in main memory ar
needed by the CPU, they are brought in fro
auxiliary memory.

A special very high speed memory called cache i
sometimes used to increase the speed of processin
by making current programs and data available t
the CPU at a rapid rate.
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This memory is generally employed in a compute
system to compensate for the speed differentisz
between main memory access time and processo
logic.

CPU logic is wusually faster than main memo
access time , with the result that processing spee
is limited primarily by the speed of main memory.

A technique used to compensate for the mismatc
in operating speed is to employ an extremely fast
small cache between the CPU and the main memo
whose access time is close to processor logic cloc
cycle time.
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- The cache stores segment of program
currently being executed in the CPU anc
temporary data frequently needed in th
present calculations.

- Thus by making programs and dat
available at rapid rate, it is possible t
increase the performance rate OofE
computer. :



Memory Address Map for RAM and
ROM

- A computer designer must calculate the amount
of memory required for any particular
application and assign it to either RAM or ROM.

- After that the interconnection between memory
and processor is established from knowledge of
the size of memory needed and the type of RAM
and ROM chips available.
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Typical ROM chip

Chip select 1 CS1

Chip select 2 CS2

9-bitaddress—[ AD 9

512x 8
ROM

[—p -t dlata hils




RAM chip

Chip select 1
Chip select 2
Read
Write
{-hitaddress

Cst
CS2
RD
WR
ADT

128 x 8
RAM

<+—> J.hit data bus




The addressing of memory can be established b
using fig. 1 that specifies the memory addres
assigned to all chips. This is called Memory Addres

Map.
Hexa Address bus

Component address 09 8765 4321
RAM 1 0000 - 007F 00 0 xXx X X X X X X
RAM 2 0080 - 00FF 00 1 XX X X X X X
RAM 3 0100-017F 01 0 XXX X X X X
RAM 4 0180 - 01FF 01 1TXX X X X X X
ROM 0200-03FF | 1 X X X X X X X X X

Fig 1 Memory Address Map for Microcomputer




For example, assume that a computer system need
128 bytes of RAM and 512 bytes of ROM.

Explanation of Memory Address Map Figure:

The first column specifies whether RAM or ROM i
used.

Hexadecimal address column gives a range o
hexadecimal equivalent address for each chip.

Address bus lines are listed in the address bu
column.

In our example only 10 lines are used, thus , thir
column only have 10 address lines out of 16 lines.
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- The small x’s under the address bus lines designat
those lines that must be connected to the addres
input in each chip.

- The RAM chip have 128 bytes and need seve
address lines.

The ROM has 512 bytes and need 9 address lines.
x’s are assigned to the low order bus lines.

It is necessary for assigning the different address t
each different RAM.

In fig. 1 the line 8 and 9 represent the 4 differe
combination for RAM.

(%]
[V}
+—
o
P
>
+
>
4]
>
=
=
n
[0}
4+
(@)
=
=)
+—
>
(%]
o
b
£
2
3
2




* The distinction between RAM and ROM address is
done with the another bus lines.

* The line 10 is used for this purpose.

* When line 10 is 0, CPU selects RAM, and if line 10 i
1 then it selects to ROM.

(%]
(]
+—
o
P
>
L
>
4]
>
>
=
n
(O]
L
(@)
=
=)
o+
>
(%]
O
b
£
2
3
2




How Memory is connected to CPU

RAM and ROM chips are connected to the CPU
through the data and address buses.

The low order lines in the address bus are used to
select the bytes within the chips and remaining
other lines are used to select a particular chip
through its chip select inputs.

Figure in the next slides shows the connection of
memory chips to the CPU.

Here 512 bytes of RAM and 512 bytes of ROM are
used.
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Table given in the figure 1 shows the memory map.

Hexa Address bus
Component address | 109 8765 4321
RAM 1 0000-007F | 00 0 XXX XXX X
RAM 2 0080-00FF | 00 1 X Xx X XX XX
RAM 3 0100-017F | 01 0 X X X X X X X
RAM 4 0180-01FF | 01 1 XX X X X X X
ROM 0200-03FF | 1TX XXX X X XXX




CONNECTION OF MEMORY TO CPU

Address bus CPU
1611 10 5 8 74 RD WR Data bus
1 | |
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Each RAM receives the 7 low order bits of addres
bus to select one of 128 possible bytes.

From line 8 and 9 in the address bus, particuls
RAM chip selected is determined.

This is done through 2 x 4 decoder whose output
go to the CS1 inputs in each RAM chip.

When address lines 8 and 9 are equal to 00,the fir
RAM chip is selected.

When 01, the second RAM chip is selected and s
on.

The RD and WR outputs from the microprocesso
are applied to the inputs of each RAM chip.
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* The line 10 is used to select between RAM and RO
chip

- When line 10 has bit O, RAMs are selected and whe
the bit is 1, ROM is selected.

- The other chip select input in the ROM is connecte
to the RD control line for the ROM chip to b
enabled only during a READ operation.

- Address bus lines 1 to 9 are applied to the inp
address of ROM without going through the decoder.

- This assigns addresses O to 511 to RAM and 512 t
1023 to ROM.
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* The data bus of the ROM has only an output
capability.

- In contrast, the data bus connected to the RAM’s
can transfer information in both directions
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Use of virtual Memory in Computer
1.s‘{lstem

Give the progr§ mer the illusion tha
the system has a very large memor
even though the computer actually has
relatively small main memory.

Virtual memory is a concept used il
some large computer systems thagk
permit the user to construct programs ask
though as large memory space wer
available, equal to the totality o
auxiliary memory.




Address Space(Logical) and Memory Space(Phys

Address space Memory space

Mapping

Virtual address
(logical address)

MYcsvtu Notes
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Traditionally virtual memory is used for following 3
purposes-
To free user programs from the neec
to carry out storage allocation and t¢
allow efficient sharing of the availabl
memory space among different users.

To make programs independent of th
configuration and capacity of th
physical memory present for thei
execution; for example, to permi
seamless overflow into secondar
memory when the capacity of maizi
memory is exceeded.
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To obtain the very low access time and cost per b
that are possible with a memory hierarchy.

Virtual memory can be implemented as an extension o
pages or segmented memory management or as
combination of both.

Accordingly, address translation is performed by mea
of page-map tables, segment descriptor tables or both.

In a paging system, the virtual address space is divide
into equal-size blocks known as pages.

Likewise, the physical memory is also divided int
equal size blocks called frames.
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Size of page is same as the size of frame.
Size of page may be 512, 1024 or 2048 words.

Each virtual address may be regarded as an ordered
pair <p,n> in a virtual system, where p is the page
number and n is the word number within the page p.

Some times the quantity n is referred as to as the
displacement or offset.

A user program may be regarded as a sequence o
pages and a complete copy of the program is always
held in a backup store such as a drum or a disk.
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Virtual Address Main Memory Address Main

Papc Number for Virtual Address Memory
Displacement (p, n)

0 Page

- .......................... - Frame

Numbers
p' Page Frame .th
Page  tin Main Memory } :
Mappmg .................

P Algorithm




A page p of the user program can be placed in any
available page frame p’ of the main memory.

If the page is in main memory, a program may
access the page.

In a paging scheme, pages are brought from
secondary memory and are stored in main memory
in a dynamic manner.

All virtual addresses produced by a user program
must be translated into physical memory addresses

The above process is called dynamic address
translation and is depicted in the fig 1.
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- When a running program accesses a virtual memo
location v=<p,n>, the mapping algorithm finds the
the virtual page p is mapped to the physical page p’

- Then physical address is determined by appendin
p’ to n.

- This dynamic address translator can b
implemented using a page table.

- This table is maintained in the main memory i
most systems.
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Cache Memory

Ans. A very high speed memory called a cache which is sometimes
used to increase the processing speed by making current programs ang
data available to the CPU at a rapid rate, It is small but fast memory i
installed to keep the most frequently needed information, and the CPU i
instructed to access this fast memory, which is opposed to the mais
memoty. Thus, the efficiency of program execution can then be significartiy
improved by using cache memory. CPU logic usually faster than mais
memory access time, with the result that processing speed is limited
primatily by the speed of main memory. A technique used to compensate
for the mismatch in operating speeds is to employ a extremely fast, small
cache between CPU and main memory, which has a access time close @
processor logic clock cycle time.



The basi ide o th case oganizaton 15 h by Kecpingthe requenty
aceessed intructon and data in the fast cache memory, Although cac

will b found in th fast cache memory because of the locl
popery of programs

memory i the smallfratio of memory,  arg raction of memory reques

fy of eference

Fig, 5.12 shows the memory organization of computer system with cache

memory.
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The fundamental operation of cache is as follows. When the CPU needs
to access memory, it first examines

in the cache. If the word is found
in the cache, it is read from cache
memory. If the word is not found
in cache, the main memory is
accessed to read the word, Also a
block of words containing the one
Just accessed is then copied to the

eache memory. The block size may
vary from one word to about 16
words adjacent to the one just

accessed. Thus, the future

references to memory found the
required words in the fast cache

memory.

Cache Memory

Fig. 5.12 Memory Organization with
Cache Memory



When the CPU refers to memory and finds the word in cache, it 15 Said o
oroduce kit 1f the word is not found in cache, it counts as miss. The

serformanc of cache memory is fréquently measured in téms of a quantity
ealed it rat. Hit ato s the eafo of the numbers of hits divided by the tota

CPU references to memory s + misses). Hit ratios of 0.9 and higher have
heen teported, This pigvfatio verifies the validity of the locality of reference

propery.
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Various Techniques for Mapping
Data from the Main Memory

The characteristics of cache memory is the fast access time.

Therefore, a very little time is waster in searching of any words
in cache.

The transformation of data from one main memory to cache
memory is referred to as a mapping process.

There are 3 types of memory procedures in cache memory
organization
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* Associative Mapping
* Direct Mapping
* Set Associative Mapping




Associative Memory

(i) Associative Mapping - The cache organization for asssgtlﬁtg:
mapping 18 lustrated in fig. 5.13. The associative memory stores OOUI &

ddress and content of memory word. T.hns perm
store any word from main memory. F1g J.

oresently stored in the cache.
digit octal number and 1ts ¢
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octal number. A 15 bit CPU address is placed in the argument register and the
associative memory is searched for a

: . CPU Address (15 bi
matching address. If the address is o
matched, the corresponding 12-bit data

is read and sent to the CPU. If no match
occurs, the main memory is accessed |
for the word. The address data pair is I‘— Address ——|—— Data ——;
then transferred to the associative
cache memory. If the cache is full, then
for making room for a pair that is
needed and not presently in the cache.
The replacement algorithm is used to
determine which pair is replaced. A
simple procedure is used to replace
cells of the cache in round-robin order

whenever a new word is requested
from main memory.

Fig. 5.13 Associative Mapping Cache



Direct Mapping

‘(i) Dinect Mapping- Associative memories are expensive compared
to random-acoess memories because of the added logic associated with each
cel, Fig, 5.14 ilustrates the possibiliy of using random-access memory 1o
the cache, A 15 bit CPU address is divided into two fields. The six most
ignifican bitsconsfiutethe tag ild and remaining 9 bitsform a index feld
Main memory nieeds an address thatincludes both the tag and index bits. The
aumber of bits in the index field is equal to the number of address bit required

to aceess thie cache memory.




6 Bits 9 Bits

 Tag | Index
0 [ mgxn W s
| Octal | | Cache Memory
Octal Main Memory 1Address| | Address=9 Bits
Address |

Address = 15 Bits 1 e
y Data = 12 Bits 7791 Data=12Bits

mom
Fig. 5.14 Addressing Relationships Between Main and Cache Memories
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Memory
Address Memory Data

00000

Index
Address T1ag Data

~ (a) Main Memory (b) Cache Memory
Fig. 5.15 Direct Mapping Cache Organization



(iii) Set-Associative Mapping — The disadvantage of direct mapping
is that two words with the same index in their address with different tag values
cannot reside in cache memory at the same time. A third type of cache

organization, called set-associative
mapping, is an improvement over
the direct-mapping organization in
that each word of cache can store
two or more words of memory
under the same index address. Each
data word is stored together with
its tag and the number of tag-data
iterns in one word of cache is said
to form a set. Fig. 5.16 shows an
example of a set associative cache
organization for a set size of two.

Each index address refers to
two data words and their
associated tags.

Index Tag Data Tag Data

o0 | on | 50

7717

Fig. 5.16 Two-way Set-associative
Mapping Cache
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The words stored at addresses 01000 and Memory Memory
: : Address  Daty

02000 of main memory are stored in cache 00000 [ 1230
memory at index address 000, Similarly, the
Wwords at addresses 02777 and 00777 are stored 00777 [ 2340
In cache at index address 7T7. Whenthe CPy 01000 [ 3450
SeNcrates a memory request, the index value 495 1560
 of the address is used to access the cache. 02000 [Tsg7g
The tag field of the Cpy address is then : _
compared with both tags in the cache to 2777 L_6710_|[Main e
determine if a match occurs. The comparison Fig. 5.17
logic is done by an associative search as the
tags in the set similar to an associative memory search, thus the name “set-
associative”, The hit ratio wil] Improve as the set gize Increases because more
words with the same index but different tags can reside in cache. However an

increase in the set-size increases the number of bits in words of cache and

require more complex comparison logic.
) § B ¢ FEEEAIEET Ve
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When a miss occurs i 4 Set-associative cache and the e 18 full, it fs
flecessary to replace one of the lag-data items with 4 pey value, The mog
common replacement algorithms used are random replacement, first-in firet.

0ut (FIFO) and [eagt recently used (LRU), With the randor replacement policy

the control chooses gpe lag-data item for replacement at random, The FIF)
procedure selects for replacement the item tha s been in the set the longes:
The LRU algorithm seleqts for replacement the item tha has been Jeast recently
mplemented by adding a few exira

used by CPU, Both FIFQ apg LRU can be

bits in each word of cache.




